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̂y = β0 + β1x
1 independent variable

1 dependent variable

2 Parameters -  and β0 β1

Simple Linear Regression: Find the values 
of  and  such that the Mean Squared 
Error (MSE) is minimized.

β0 β1

The Problem Statement:

Simple Linear Regression
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̂y = β0 + β1x

Let’s rename the parameters… 

Rename  to β0 β
Rename  to β1 w1
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̂y = β + w1x
1 independent variable

1 dependent variable

2 Parameters -  and β w1

Simple Linear Regression: Find the values 
of  and  such that the Mean Squared 
Error (MSE) is minimized.

β w1

The Problem Statement:

Simple Linear Regression
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Simple Linear Regression

This is a function that takes input  and produces an output x ̂y
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̂y = β + w1x

Simple Linear Regression

This is a function that takes input  and produces an output x ̂y
We can represent it as a graph structure 
Not to be confused with Graph Neural Networks. Here we’re talking simply about a visual representation that resembles a graph
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This is a function…

x

…that takes input x

̂y

… and produces output ̂y

Lets specify the parameters  and β w1
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̂y = β + w1x

x ̂y

Lets specify the parameters  and β w1

w1

 is the “weight” of w1 x

β

 is known as the “bias”β
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x ̂yw1 β

 is the “weight” of w1 x

 is known as the “bias”βLets add a circle around 
the input for consistency 
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̂y = β + w1x

x ̂yw1 β

 is the “weight” of w1 x

 is known as the “bias”β

Multiply the input ( ) with the Weight ( ) and add the Bias ( ) to compute the output ( )x w1 β ̂y

Lets add a circle around 
the input for consistency 
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̂y = β + w1x

x ̂yw1 β

Multiply the input ( ) with the Weight ( ) and add the Bias ( ) to compute the output ( )x w1 β ̂y

This is the simplest possible neural network

Neural Networks
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̂y = β + w1x1 + w2x2

Let’s add another input variable ( ) with its own weight ( )x2 w2

̂yβ

x1
w1

x2 w2

Multiply the inputs ( ) with the Weights ( ) 
and add the Bias ( ) to compute the output ( )

x1, x2 w1, w2
β ̂y
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̂y = β + w1x1 + w2x2 + w3x3

Let’s add a third input variable ( ) with its own parameter ( )x3 w3

Multiply the inputs ( ) with the Weights ( ) 
and add the Bias ( ) to compute the output ( )

x1, x2, x3 w1, w2, w3
β ̂y

̂yβ

x1 w1

x2
w2

x3 w3
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All these neural networks 
have two Layers…
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All these neural networks 
have two Layers…
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…and one activation function
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̂yβ

x1 w1

x2
w2

x3 w3

All these neural networks 
have two Layers…

Neural Networks

…and one activation function

In this example the Activation Function 
is a linear combination of the inputs 

̂y = β +
n

∑
n=1

wixi
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All these neural networks 
have two Layers…

Neural Networks

…and one activation function

In this example the Activation Function 
is a linear combination of the inputs 

̂y = β +
n

∑
n=1

wixi

 is a continuous valuêy
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x2
w2

x3 w3

Neural Networks

What if we want to do Binary Classification 
instead of Linear Regression?
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We use a different 
Activation Function
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instead of Linear Regression?
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We use a different 
Activation Function

What if we want to do Binary Classification 
instead of Linear Regression?

1
1 + e−x

Sigmoid Activation Function
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We use a different 
Activation Function

What if we want to do Binary Classification 
instead of Linear Regression?

 is a probability 
between 0 and 1
̂y

1
1 + e−x

Sigmoid Activation Function
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̂y = β + w1x1 + w2x2 + w3x3

̂yβ

x1 w1

x2
w2

x3 w3

Neural Networks

What if we want to do Binary Classification 
instead of Linear Regression?

1
1 + e−x

Add a threshold for 
binary classification 

{true, if ̂y ≥ 0.5
false, if ̂y < 0.5}

Sigmoid Activation Function
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̂y = β + w1x1 + w2x2 + w3x3

̂yβ

x1 w1

x2
w2

x3 w3

Neural Networks

Logistic Regression

Sigmoid Activation Function

1
1 + e−x

Add a threshold for 
binary classification 

{true, if ̂y ≥ 0.5
false, if ̂y < 0.5}
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̂y = β + w1x1 + w2x2 + w3x3

Neural Networks

How do we do Multi-Class Classification?

We simply add more outputs to the output layer
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̂y1

β2

x1

x2

x3

Neural Networks

β1w21

w31

w11w12

w22

w32
̂y2

Two “Neurons” in 
the Output Layer 

Multi Class Classification with two outputs
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x1

x2

x3

Neural Networks

Two “Neurons” in 
the Output Layer 

Each with its own Bias  and β1 β2

Multi Class Classification with two outputs

̂y1

β2

β1w21

w31

w11w12

w22

w32
̂y2
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Neural Networks

We can add as many outputs as we need…	
We can add as many layers as well need…
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Neural Networks

̂y0

̂y1

̂y2

̂y3

̂y4

̂y5

Neural Network with 3 Layers

6 Output 
Neurons
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Neural Networks

̂y0

̂y1

̂y2

̂y3

̂y4

̂y5

Neural Network with 3 Layers

1 Input Layer 1 Output Layer
1 Hidden Layer

6 Output 
Neurons
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Neural Networks

̂y0

̂y1

̂y2

̂y3

̂y4

̂y5

Neural Network with 3 Layers

• Every Neuron has its own Activation Function	

• Outputs from any given Layer are passed as inputs to the 
next layer	

• Every connection between two neurons has a weight 
associated with it	

• For any Neuron, multiply each input with its 
corresponding weight. Then sum them and add the bias.	

• Pass that to the activation function for that neuron to 
compute the output of that neuron

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 24

Neural Networks

̂y0

̂y1

̂y2

̂y3

̂y4

̂y5

We can add as many Layers and Neurons as we need

Each Neuron has its own Activation Function
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Neural Networks

Question: How do we compute the inputs and outputs of each neuron?

• For any Neuron, multiply each input with its 
corresponding weight. Then sum them and add the bias.	

• Pass that to the activation function for that neuron to 
compute the output of that neuron

Lets walk through how this works in practice…
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Neural NetworksA Simple Neural Network
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Neural NetworksA Simple Neural Network

Lets develop a standard notation
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Neural NetworksA Simple Neural Network

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers: 	
Layers start at index 0

L0, L1, L2

 is the number of neurons in n0 L0
 is the number of neurons in n1 L1
 is the number of neurons in n2 L2

3 Layers,  Observationsk
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers: 	
Layers start at index 0

L0, L1, L2

 is the number of neurons in n0 L0
 is the number of neurons in n1 L1
 is the number of neurons in n2 L2

3 Layers,  Observationsk

The training data has  
observations

k
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Inputs from Layer 0 ( ) for  observationsL0 k

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
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x11, x12, x13 . . . x1k

Neuron 1, in Layer 0 ( ) with  observationsL0 k

Inputs from Layer 0 ( ) for  observationsL0 k

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 31

Neural NetworksA Simple Neural Network

x21, x22, x23 . . . x2k

Neuron 2, in Layer 0 ( ) with  observationsL0 k

Inputs from Layer 0 ( ) for  observationsL0 k

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
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x31, x32, x33 . . . x3k

Neuron 3, in Layer 0 ( ) with  observationsL0 k

Inputs from Layer 0 ( ) for  observationsL0 k

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
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X =
x11 x12 x13 . . . x1k
x21 x22 x23 . . . x2k
x31 x32 x33 . . . x3k

Layer 0 can be represented by a  matrixn0 × k
Inputs from Layer 0 ( ) for  observationsL0 k

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

This is the matrix of inputs ( )L0

3 × k
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
Weights from Layer 0 ( ) to Layer 1 ( )L0 L1
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
Weights from Layer 0 ( ) to Layer 1 ( )L0 L1

The first subscript ( ) represents the 
neuron in the destination layer

i

The second subscript ( ) represents the 
neuron in the source layer

j

i = 1

i = 2

i = 3

i = 4

j = 1

j = 2

j = 3 wi j
To Neuron ( )	
(in Next Layer)

i

From Neuron ( )	
(in Previous layer)

j
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w11

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
Weights from Layer 0 ( ) to Layer 1 ( )L0 L1

w11
To Neuron ( )	
(in Next Layer)

i

From Neuron ( )	
(in Previous layer)

j
Weight from Neuron 1 of Layer 0 
to Neuron 1 of Layer 1

w11, w12, w13
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Weights from Layer 0 ( ) to Layer 1 ( )L0 L1w11

w12

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

w12
To Neuron ( )	
(in Next Layer)

i

From Neuron ( )	
(in Previous layer)

j
Weight from Neuron 2 of Layer 0 
to Neuron 1 of Layer 1

w11, w12, w13
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w11

w12

w13

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

w11, w12, w13

Weights from Layer 0 ( ) to Layer 1 ( )L0 L1

Weight from Neuron 3 of Layer 0 
to Neuron 1 of Layer 1

w13
To Neuron ( )	
(in Next Layer)

i

From Neuron ( )	
(in Previous layer)

j
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
Weights from Layer 1 ( ) to Layer 2 ( )L1 L2

W1 =

w11 w12 w13
w21 w22 w23
w31 w32 w33
w41 w42 w43

 Is a ( ) Matrix of weights  
from Layer  to Layer 
W1 n1 × n0

L0 L1

4 × 3

w11

w12 w13

w21

w22
w23

w31w32

w33

w41
w42

w43
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are no biases

40
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Biases in Layer 0 ( )L0

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
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Biases in Layer 1 ( )L1

β11

β11
Layer 1

Neuron 1

Bias associated with Neuron 1 in Layer 1

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

β11
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Biases in Layer 1 ( )L1

β11

β12
Layer 1

Neuron 2

Bias associated with Neuron 1 in Layer 1

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

β11
β12

β12
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Biases in Layer 1 ( )L1

β11

β13
Layer 1

Neuron 3

Bias associated with Neuron 1 in Layer 1

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

β11
β12

β13

β12

β13
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Biases in Layer 1 ( )L1

β11

β14
Layer 1

Neuron 4

Bias associated with Neuron 1 in Layer 1

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

β11

β13

β14

β12

β12

β13

β14
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Biases in Layer 1 ( )L1

β11

Bias associated with Neuron 1 in Layer 1

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

β1 =

β11

β12

β13

β14

 Is a ( ) Vector of Biases in Layer β1 n1 × 1 L1

β12

β13

β14

4 × 1
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk β11

β12

β13

β14

Weights from Layer 1 ( ) to 
Layer 2 ( )

L1
L2

w11
To Neuron ( )	
(in Next Layer)

i

From Neuron ( )	
(in Previous layer)

j
Weight from Neuron 3 of Layer 0 
to Neuron 1 of Layer 1

w11

w11
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk β11

β12

β13

β14

Weights from Layer 1 ( ) to 
Layer 2 ( )

L1
L2

w12
To Neuron ( )	
(in Next Layer)

i

From Neuron ( )	
(in Previous layer)

j
Weight from Neuron 3 of Layer 0 
to Neuron 1 of Layer 1

w11, w12

w11

w12
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk β11

β12

β13

β14

Weights from Layer 1 ( ) to 
Layer 2 ( )

L1
L2

w13
To Neuron ( )	
(in Next Layer)

i

From Neuron ( )	
(in Previous layer)

j
Weight from Neuron 3 of Layer 0 
to Neuron 1 of Layer 1

w11, w12, w13

w11

w12

w13
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk β11

β12

β13

β14

Weights from Layer 1 ( ) to 
Layer 2 ( )

L1
L2

w14
To Neuron ( )	
(in Next Layer)

i

From Neuron ( )	
(in Previous layer)

j
Weight from Neuron 3 of Layer 0 
to Neuron 1 of Layer 1

w11, w12, w13, w14

w11

w12

w13

w14
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk β11

β12

β13

β14

W2 = [w11 w12 w13 w14
w21 w22 w23 w24]

Weights from Layer 1 ( ) to 
Layer 2 ( )

L1
L2

w11

w12

w13

w14

w21

w22

w23

w24
 Is a ( ) Matrix of weights  

from Layer  to Layer 
W2 n2 × n1

L0 L1

2 × 4
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

β12

β13

β14

Biases in Layer 2 ( )L2

β21
Layer 2

Neuron 1

Bias associated with Neuron 1 in Layer 2

β21

β21
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

β12

β13

β14

Biases in Layer 2 ( )L2

β22
Layer 2

Neuron 2

Bias associated with Neuron 2 in Layer 2

β21

β21

β22

β21
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

β12

β13

β14

Biases in Layer 2 ( )L2
Bias associated with Neuron 2 in Layer 2

β21

β2 = [β21

β22]
β21

 Is a ( ) Vector of 
Biases in Layer 
β2 n2 × 1

L2

2 × 1
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1

Matrix of 
Weights 

 W2
n2 × n1
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1

Matrix of 
Weights 

 W2
n2 × n1

Vector of 
Biases 

 β2
n2 × 1
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1

Matrix of 
Weights 

 W2
n2 × n1

Vector of 
Biases 

 β2
n2 × 1

3 × k
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1

Matrix of 
Weights 

 W2
n2 × n1

Vector of 
Biases 

 β2
n2 × 1

3 × k
4 × 3
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1

Matrix of 
Weights 

 W2
n2 × n1

Vector of 
Biases 

 β2
n2 × 1

3 × k
4 × 1

4 × 3

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 55

Neural NetworksA Simple Neural Network

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1

Matrix of 
Weights 

 W2
n2 × n1

Vector of 
Biases 

 β2
n2 × 1

3 × k
4 × 1

2 × 4
4 × 3
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2
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Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 
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n1 × 1

Matrix of 
Weights 

 W2
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n2 × 1
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4 × 1
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Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1

Matrix of 
Weights 

 W2
n2 × n1

Vector of 
Biases 

 β2
n2 × 1

3 × k
4 × 1

2 × 4
2 × 1

4 × 3

Multiply the input with the Weight and add 
the Bias to compute the output at each layer
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Multiply the input with the Weight and add 
the Bias to compute the output at each layer

Z1 = f(W1X + β1)

Output from Layer 1 ( )L1

 is the activation function in Layer 1 ( )f(g) L1

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 58

Neural NetworksA Simple Neural Network

Input Layer ( )L0

n0 = 3
Hidden Layer ( )L1

n1 = 4
Output Layer ( )L2

n2 = 2

3 Layers,  Observationsk

Matrix of 
Inputs 

 X
n0 × k

Matrix of 
Weights 

 W1
n1 × n0

Vector of 
Biases 

 β1
n1 × 1

Matrix of 
Weights 

 W2
n2 × n1

Vector of 
Biases 

 β2
n2 × 1

3 × k
4 × 1

2 × 4
2 × 1

4 × 3
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Z1 = f(W1X + β1)

Output from Layer 1 ( )L1

 is the activation function in Layer 1 ( )f(g) L1
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Multiply the input with the Weight and add 
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Z1 = f1(W1X + β1)

Output from Layer 1 ( )L1

 is the activation function in Layer 1 ( )f1(g) L1

̂Y = f2(W2Z1 + β2)

Output from Layer 2 ( )L2

 is the activation function in Layer 2 ( )f2(g) L2

4 × k
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the Bias to compute the output at each layer
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Z1 = f1(W1X + β1)

Output from Layer 1 ( )L1

 is the activation function in Layer 1 ( )f1(g) L1
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̂Y = f2(W2Z1 + β2)

Matrix Equations to compute the Predicted values 
 given inputs , Weights  and  and Biases  

and 

̂Y X W1 W2 β1
β2

 and  are the activation functions in Layers  and  f1(g) f2(g) L1 L2

Z1 = f1(W1X + β1)
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Neural Networks

3 Layers	
2 Matrix Equations
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Z1 = f(W1X + β1)
̂Y = f(W2Z1 + β2)

3 Layers	
2 Matrix Equations
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Z1 = f(W1X + β1)
̂Y = f(W2Z1 + β2)

3 Layers	
2 Matrix Equations
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Z1 = f(W1X + β1)
̂Y = f(W2Z1 + β2)

3 Layers	
2 Matrix Equations

4 Layers	
3 Matrix Equations
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Z1 = f(W1X + β1)
̂Y = f(W2Z1 + β2)

Z1 = f(W1X + β1)

̂Y = f(W3Z2 + β3)
Z2 = f(W2Z1 + β2)

3 Layers	
2 Matrix Equations

4 Layers	
3 Matrix Equations
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Z1 = f(W1X + β1)
̂Y = f(W2Z1 + β2)

Z1 = f(W1X + β1)

̂Y = f(W3Z2 + β3)
Z2 = f(W2Z1 + β2)
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Z1 = f(W1X + β1)
̂Y = f(W2Z1 + β2)

Z1 = f(W1X + β1)

̂Y = f(W3Z2 + β3)
Z2 = f(W2Z1 + β2)

3 Layers	
2 Matrix Equations

4 Layers	
3 Matrix Equations

5 Layers	
4 Matrix Equations
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Z1 = f(W1X + β1)
̂Y = f(W2Z1 + β2)

Z1 = f(W1X + β1)

̂Y = f(W3Z2 + β3)
Z2 = f(W2Z1 + β2)

3 Layers	
2 Matrix Equations

4 Layers	
3 Matrix Equations

Z1 = f(W1X + β1)

̂Y = f(W4Z3 + β4)

Z2 = f(W2Z1 + β2)
Z3 = f(W3Z2 + β3)

5 Layers	
4 Matrix Equations

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 63

Neural NetworksA Simple Neural Network
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Biases 

 β2
n2 × 1

̂Y = f2(W2Z1 + β2)

Matrix Equations to compute the Predicted values 
 given inputs , Weights  and  and Biases  

and 

̂Y X W1 W2 β1
β2

 and  are the activation functions in Layers  and  f1(g) f2(g) L1 L2

Matrix of 
Outputs 

 ̂Y
n2 × k

Z1 = f1(W1X + β1)

Problem Statement: Optimize the weights ( ) 
and Biases ( ) to minimize the error  between 

the predictions ( ) and the observations ( )

W1, W2
β2, β3

̂Y Y
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Matrix of 
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 ̂Y
n2 × k

Z1 = f1(W1X + β1)

Problem Statement: Optimize the weights ( ) 
and Biases ( ) to minimize the error  between 

the predictions ( ) and the observations ( )

W1, W2
β2, β3

̂Y Y
Question: How do we train a Neural Network	

(Hint: We’ll use Gradient Descent)

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 65

Related Tutorials & Textbooks

For a complete list of tutorials see:	
https://arrsingh.com/ai-tutorials

Forward and Back Propagation in Neural Networks
A deep dive into how Neural Networks are trained using Gradient Descent. Output predictions, are compared to observations to 
calculate loss and Backward propagation then computes gradients by working backward through the network

Gradient Descent for Multiple Regression
Gradient Descent algorithm for multiple regression and how it can be used to optimize k + 1 parameters for a Linear 
model in multiple dimensions.

Multiple Regression
Multiple regression extends the two dimensional linear model introduced in Simple Linear Regression to k + 1 
dimensions with one dependent variable, k independent variables and k+1 parameters. 

Recommended Textbooks

Artificial Intelligence: A Modern Approach	
by Peter Norvig, Stuart Russell	

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://arrsingh.com/ai-tutorials
https://cdn.arrsingh.com/ai-tutorials/41-forward-back-propagation-neural-networks.pdf
https://cdn.arrsingh.com.com/21-gradient-descent-multiple-regression.pdf
https://cdn.arrsingh.com/12-multiple-regression.pdf
https://www.amazon.com/Artificial-Intelligence-Modern-Approach-Global/dp/1292401133/145-7835510-0841302?pd_rd_w=iH9vD&content-id=amzn1.sym.4c8c52db-06f8-4e42-8e56-912796f2ea6c&pf_rd_p=4c8c52db-06f8-4e42-8e56-912796f2ea6c&pf_rd_r=HSCJ76PVENF07RXN137F&pd_rd_wg=8U3PC&pd_rd_r=1c660f60-a0d2-443c-b802-7f2e0720c983&pd_rd_i=1292401133&psc=1&linkCode=ll1&tag=arrsingh-20&linkId=213326aa44c97c9f0b4240fe1e56d1a2&language=en_US&ref_=as_li_ss_tl

