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What is Simple Linear Regression

re-gres-sion

noun

A statistical method used to predict the
relationship between a dependent variable
and one or more independent variables
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: s the mdependent varlable

f y|s the depe N dent vari abI e '
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Simple Linear Regression

Fundamental Concept: Given a set of data

(observations), find the values of 5, and f,
for the line that best fits the given data.
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Fundamental Concept: Given a set of data

(observations), find the values of 5, and f,
for the line that best fits the given data.

Simple Linear Regression

The line of best fitis y = f, + fx
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Simple Linear Regression

Fundamental Concept: Given a set of data

(observations), find the values of 5, and f,
for the line that best fits the given data.

The line of best fitis y = f, + /X

Po Is the Y intercept °
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Simple Linear Regression

Fundamental Concept: Given a set of data

(observations), find the values of 5, and f,
for the line that best fits the given data.

The line of best fitis y = f, + /X

o
; _AY_(YAz_fl) .
1 = A ~A 7 /A A :
Py Is the Y intercept Ax - (-x)/ e
.
P Is the slope of the line
A
¢ 5
® :
o At
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Fundamental Concept: Given a set of data

(observations), find the values of 5, and f,
for the line that best fits the given data.

Simple Linear Regression

X is the :

[ vy ‘
'independent| =
'variable s °

v is the |
'dependent |
'variable

Eg: Predict Weight (V) given Height (x)

Height (inches)
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Fundamental Concept: Given a set of data

(observations), find the values of 5, and f,
for the line that best fits the given data.

Simple Linear Regression

'square }
footage (m~)

Price (dollars)

Eg: Predict Price of a house (y) given
Square Footage (x)

Square Footage (m2)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/)

Data is synthetic and not plotted to scale 6


https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Simple Linear Regression

Fundamental Concept: Given a set of data

(observations), find the values of /5, and f,
for the line that best fits the given data.

The line of best fitis y = f, + f;x

For each point calculate the squared (X5, 5) @

distance to the line. Divide that by the

number of data points. ® (X6, Vo)
(x39y3)‘

(v — )?1)2 + (y, — yAz)z + (V3 — )?3)2
+(yy = D)+ (s — Ys)* + (Vg — Yo)°
n

Price (dollars)

(1 y1) ® (X4, V4)

‘(xlv y2)

This is the Mean Squared Error (MSE)

1 < A |
;l:zl (; _Yi)z = ;;21 ;i — Po _ﬂlxi)z

Square Footage (m2)
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Simple Linear Regression

Fundamental Concept: Given a set of data

(observations), find the values of /5, and f,
for the line that best fits the given data.

The line of best fitis y = f, + f;x

For each point calculate the squared (X5 ¥5) @
distance to the line. Divide that by the
number of data points. S (Xe> V)
2 2 2 g e g
V1 =YD)"+ O =)+ (3 = ¥3) S |
A N\2 A N\2 A N\2 S
+ (Vs =Y+ (Vs — V5)" + (Vg — Vo) s | ) (X4 y4)
1 C
(xlv y2)

This is the Mean Squared Error (MSE)

1 « A | «
;l:zl ()’i _yi)z — ;lzzl v — Do —,5136,')2

Square Footage (m2)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 7



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Mean Squared Error (MSE) for various

values of , and f, Simple Linear Regression

(\ For a given set of observations ...
. , o /
..and is represented by this curve

Mean Squared Error (MSE)
Weight (lbs)

The Mean Squared Error (MSE) for
different values of 5, and f,
(expressed as function of fy and f;) is:

1 n
FBo B == ), (i = By = P’
=1

Height (inches)
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Mean Squared Error (MSE) for various

values of , and f, Simple Linear Regression

For a given set of observations ...

W
7}
=
S —
5 2
S —
LIJ S
© =
& e
C:)U Q
= =
v
c
©
Q
=

MSE is minimized for values of f, and ®
f, at the lowest point of this curve...

\- ... corresponding to this line

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 9



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Mean Squared Error (MSE) for various

values of , and f, Simple Linear Regression

For a given set of observations ...

W
W
=
S —
5 2
S —
LIJ S
© =
& e
(':)U Q
> =
v
c
©
Q
=

MSE is minimized for values of f, and ®
f, at the lowest point of this curve...

\- ... corresponding to this line
... and that’s the line of best fit
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Mean Squared Error (MSE) for various

values of , and f, Simple Linear Regression

Mean Squared Error (MSE)

/

MSE is minimized when the first

derivative w.r.t ; and [, equals O
See Tutorial on Differential Calculus
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Mean Squared Error (MSE) for various

values of , and f, Simple Linear Regression

The Mean Squared Error (MSE) is

| R |
;lzzl (yi _yi)z — ;l:Zl v — Do —,51Xi)2

Partial Derivatives w.r.t fy and/,

(3,5 - Z Vi =Bo—Prx)? =0 eq(1)
0 MSE is minimized when the first
derivative w.r.t , and [, equals O
2 —()eo-- 0 1
aﬁl Z (yz ﬁO 1x°) =0 eQ(z) See Tutorial on Differential Calculus
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Mean Squared Error (MSE) for various

values of , and f, Simple Linear Regression

The Mean Squared Error (MSE) is
l « o 1x ,
_Z(yi—)’i) :—Z()’i_ﬁo_ﬁlxi)
= =i

Partial Derivatives w.r.t fy and/,

aﬁ nZ(y, o—Bix)* =0+ eq(1)
0

MSE is minimized when the first

derivative w.r.t fy and f, equals O

aﬁ1 Z(yz Bo—Prx)’ =0 eq(2)

Solving both equations for f, and f,
we get...
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Mean Squared Error (MSE) for various

values of , and f, Simple Linear Regression

The Mean Squared Error (MSE) is & i
. 21 Yi — ﬁl zl A
1 A 1 & _ 1= 1=
22(%‘_)’1‘)2 =;Z()’i—ﬂo—ﬁ1)€i)2 Po 7
=1 =1
Partial Derivatives w.r.t fy and/, n zn: X, V; — S X, zn: \
ﬁ _ =1 =1 =1
- ﬁ - Z Vi = Po—Px)* =0 eq(1) 1 ] N
: n Q. xXi— ( )3 xi)
2_0.-.-. =1 =1
P ﬁl Z Vi = Po = Prx)” = eq(2)

This is known as the Closed Form Solution
for Simple Linear Regression

For the details on how the two equations are solved see
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Mean Squared Error (MSE) for various

values of , and f, Simple Linear Regression

The Mean Squared Error (MSE) is L L

21 Vi — ﬁl Z] Aj
1 « 1 « _ = =
N =52 == (v = B, — Bx)? Po =
" lzzl (yz yz) " lzzl (yz ﬂO ﬁlxl) n
Partial Derivatives w.r.t fy and/, n zn: X, V; — S X, zn: \
=1 i=1 =1
a’g - Z(yl By—Pix)> =0+ eq(1) ﬁl — : ; )
: nQ, xXi— ( )3 xi)
aﬁ1 Z 0i=Bo— B2 = 0+ eq(2) =l =l

This is known as the Closed Form Solution
for Simple Linear Regression

For the details on how the two equations are solved see

Solving both equations for f, and f,
we get...
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Simple Linear Regression

1 independent variable |

Eg: Predict Weight (V) of a
person given Height (x)

Weight (lbs)

Height (inches)
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Simple Linear Regression

1 independent variable |

Eg: Predict Price of a house ())
given Square Footage (x)

2 Parameters - fy and f, o

Price (dollars)

Square Footage (m2)
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Simple Linear Regression

1 independent variable |

Eg: Predict Price of a house ())
given Square Footage (x)

2 Parameters - fy and f, o

Goal: Find the values of f, and f; that

minimizes the Mean Squared Error (MSE) o MSE is minimized when the first
derivative w.r.t 5, and [, equals O

1 L @ See Tutorial on Differential Calculus
— ) ;= 9)°
B, Yi — )i

=1

\- ... corresponding to this line
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2 Parameters - fy and f,

Goal: Find the values of f, and f; that
minimizes the Mean Squared Error (MSE)

n n

l Z (y; — )A’i)z = ; Z Vi — Po — ﬁlxl-)z
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1 dependent variable |

1 independent variable |

Eg: Predict Price of a house ())
given Square Footage (x)

Simple Linear Regression

MSE is minimized when the first

derivative w.r.t 5, and [, equals O
See Tutorial on Differential Calculus
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Simple Linear Regression

1 independent variable |

Eg: Predict Price of a house ())
given Square Footage (x)

®
2 Parameters - fy and f, o
®
Goal: Find the values of f, and f; that .
minimizes the Mean Squared Error (MSE) ° MSE is minimized when the first
. . derivative w.r.t 5, and [, equals O
[ _ See Tutorial on Differential Calculus

| Ay ,
; V=¥V = o i = Po — P1x) \-
i=1 =1 ... corresponding to this line

... and that’s the line of best fit
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1 dependent varlable .;

Simple Linear Regression

' il n t va ra I e

We solve for two Parameters - 5, and f,

5\/ — ﬁ() + ,le - by solving two equations...
" " - ﬁo - Z Vi = o= B> =0+ eq(1)
Zl i — P Zl A
= =
Po = . - ﬁ1 Z ;= o= Bix)* =0 eq(2)
n n n MSE is minimized when the first
n Z X;y; — Z X; Z y; derivative w.r.t 5, and [, equals O

See Tutorial on Differential Calculus

=
=
ek
Lo}
1
ek
=
1
e

o~
1
[
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Simple Linear Regression

Predict Price (V) of a house given
Square Footage (x)

V= Po+prx

Simple Linear Regression

e 1 dependent variable y

e 1 independent variable x

e 2 Parameters - [y and f,

e We solve 2 equations to find the values of /, and f,
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Multiple Regression

What if we wanted to predict price of a house, given Square
Footage and Number of bedrooms?
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; 1 dependent va rlabley N |
/ / fzmd ependent varlables

X1 represents the square footage
X, represents the number of bedrooms

Multiple Regression

What if we wanted to predict price of a house, given Square
Footage and Number of bedrooms?
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/ dependent varlable y |

ﬁ() -+ ﬁl'xl -+ IBZXZ We solve for three Parameters - f,,
and f, - by solving three equations...

Multiple Regression

X, represents the square footage

X, represents the number of bedrooms ﬁﬁo . 2 ;= Bo = Brxy; = Prxi)” =
Goal: Find the values of f5,, /; and [, that 2 (v = fo = Bix) — o)) =
minimizes the Sum of Squared Residuals (SSR) aﬁl

] « A P Z Oy = Bo = Brxy; = Pox))” =
— Z v; — )’i)z '62 "

i

MSE is minimized when the first derivative

w.r.t Sy, P and f, equals O

See Tutorial on Differential Calculus
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1 dependent varlable y |

/ / fzmd ependent varlables '

ﬁ() -+ ﬁl'xl -+ IBZXZ We solve for three Parameters - f,,
and f, - by solving three equations...

Multiple Regression

X, represents the square footage

X, represents the number of bedrooms 3ﬁo . 2 ;= Bo = Brxy; = Prxi)” =
Goal: Find the values of f5,, /; and [, that 2 3 = o = B — foy)? =
minimizes the Sum of Squared Residuals (SSR) aﬁl

] & A ] & Z (i = Bo = Prx1i = Paxa)” =
o Z i =97 = " Z (i = Bo = Prxii = B’ aﬁz "
i=1 i=1

MSE is minimized when the first derivative

w.r.t Sy, P and f, equals O

See Tutorial on Differential Calculus
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Multiple Regression

Lets generalize this...
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1 dependent variable § | 3 ple Regression

A linear model with...

3 ,50 - Z Vi = Bo = Brx1; = Pox)” =

P ,51 Z(yl fo = Prx1i = Paxa)” =

(3,52 N Z(yz Po = Bixii = Boxy)” =
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1 dependent variable ) |

- _Multiple Regression

3 in d e pe n de nt variables |

A linear model with...

= Py + P1X1 + DXy + Paxs

p ﬁo - Z(yl Po — Pr1x1; — PaXy; — ﬁ3x3z)2

6,51 Z Vi = Po — P1x1; — P — ﬁ3x3i)2 —

p ﬁzn Z(yl Po — Bixyi — Poxoi — Paxs)” =

3 ﬁ3 - Z(yl Po — P1X1; — PaXy; — ﬁ3x3z)2
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1 dependent variabley

A linear model with... MUl'l'lple Regresslon

0 Z Vi = Do — D1X1; — PoXoi — PaXsy — .o — ﬁk—lxk—li)z —
,50 n

aﬁl Z (yl ﬂO ﬂl-xlz ﬂzle ﬁ3)€3l — ... ﬂk—lxk—li)z —

\ aﬁz n Z i = Bo = Brxri = Poai = P = - = i1 e1)” =

1 &
; Z (yz o ﬁO _ ﬁlxli o ﬁ2x2i o ﬁ3x3i — ... — ﬁk—lxk—li)z
=1

Z (i = Bo = Brxy = Poxoi = Pxz; — - . = BroiXie1)” =

| : : aﬁk R
'solving k equations |
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Multiple Regression

Solving & linear

equations isn’t practical
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Multiple Regression

Lets use a Matrix
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Simple Linear Regression

1 independent variable |

Eg: Predict Price of a house ())
given Square Footage (x)

2 Parameters - fy and f, o

Price (dollars)

Square Footage (m2)
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/ Simple Linear Regression

Price (dollars)

Square Footage (mz)
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M Slmple Linear Regression

= po + D1x

yi=1Xpy+x Xp

9 =1X B +x XJ3 3 Lo
A2 0 2 1 5\72 1 xz
y3=1XﬁO+X3Xﬁ1 j}3 _ 1 X3 [O]
: P
y, =1XpBy+x, X p y, 1 x,

e 1 dependent variable y
e ] independent variables x
e 2 parameters - 5, and [,
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Linear Model in 2 . . .
/ Dimensions Simple Linear Regression

y = po+ p1x

yi=1Xpy+x Xp

Vo =1Xp[y+x X[ ! Lo
A2 0 2 1 5\72 1 x2
y3=1XﬁO+X3Xﬁ1 j}3 _ 1 X3 [O]
: P
y, =1XpBy+x, X p y, 1 x,

e 1 dependent variable y
e ] independent variables x
e 2 parameters - 5, and [,
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Linear Model in 3 . .
/ Multiple Regression

y = P+ Pix + Drxy

yi=1Xpy+x X1+ x5 X[

Yo = 1 X fg+ X150 X f + X0 X 55 ¥1 L

Y2 I xpp x| (B,
V3 = 1 X fg+ X3 X Py + X3 X ) Pl = [1 x5 x| |,
. p
j}nzlxﬁ()_l_xlnxﬁl_l_'xanﬁZ j}n 1 Xn Xon

e 1 dependent variable y
e 2 independent variables x; and x,
e 3 parameters - fj,, piand p,
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Linear Model in 4 . .
/ Multiple Regression

y = Po+ P1x; + Prxy + Pax;

R 2 L oxyy X% X34
yn=1Xﬁ0+xlnXﬂl+ A 1 ﬁO
R M) A1 App A3
inXﬁ2+X3nXﬁ3 A 1 ﬂl

V3| = A1z A3 X33

P>
A 3
yn 1 xln x2n x3n

e 1 dependent variable y
e 3 independent variables x;, x, and x;

o / parameters - ,B(), ,51; ,Bz and :63
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Linear Model in k
Dimensions

y = Pyt pix; + Prxy + D3y +
5= 1% Pyt X0y X fr + g X ot |]
X3, X P34+ oo+ X1, X Pr_y ):2
Y3 =
Yo

e 1 dependent variable y

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)

e k— 1 independent variables x;, x5, X5 ... X;_;
o k parameters ,BO, B, Do P -

Multiple Regression

.+ Dr_1Xi—1
11 X21 X310 - - o A=D1 Po
Xip Xpp X300 -« o Xg-1y2 ﬁ 1
2
X13 X23 X33 - - o Xg—1)3 8,
Xn Xon Xm0 - o Xi=Dn| | Py

P

Data is synthetic and not plotted to scale 33
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Linear Model in k . .
/ Multiple Regression

y=py+ DX+ Ppoxy + P3xs+ .o+ P

A A
Y=Y Y is a column vector
Bl ﬁ - . L Xy X% X3
and X is a matrix
1 X, x5
1 x5 X3 X
: nXxk
1 X, X, X3,

e 1 dependent variable y
e k— 1 independent variables x;, x5, X5 ... X;_;

® k parameters - ﬂ(); ﬁlr ﬁZl ﬂ3 ﬁk—l
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Multiple Regression

Given a matrix (Y)
of observations

The Mean Squared Error (MSE)

l” y_ ¥ H2 The two parallel vertical lines
n mean that this is the Euclidean
Norm of the matrix

See Tutorial on Vectors & Matrices
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Multiple Regression

j\; — ﬁ() -+ ﬁlx Given a matrix (Y)
of observations

r=ap Substituting ¥ = X/
The Mean Squared Exror (MSE)

1 A~ 0 1 ,
—|| Y=Y =—|lY—=Xp ||
n n
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Linear Model in k . )
_— Multiple Regression

Y = Xp

The Mean Squared Error (MSE):

1 2
—|l Y =X/ |
n

The Problem Statement:

Multiple Regression: Compute the matrix

such that the Mean Squared Error (MSE) is
minimized.
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The Problem Statement: |V|u|t|p|e Regression

Multiple Regression: Compute the matrix

such that the Mean Squared Error (MSE) is
minimized.

This is the cost function

l” Y—Xﬂ ”2 (_//,——- (aka loss function) that
n

we must minimize.

il” Y — X3 H2 — (0 E We take the partial
op n derivate and set it = 0
Solving for [
I'yN\—1yT
ﬁ p— (X X) X Y &—  |For the details of the derivation see the tutorial on

Derivation of the Matrix Form for Multiple Regression
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The Problem Statement: Mulhple Regression

Multiple Regression: Compute the matrix

such that the Mean Squared Error (MSE) is
minimized.

Solution:
p=X'X)"' Xy

This is the Closed form solution for Multiple Regression. However this

requires inverting a matrix which is not always possible.
For more details on the reasons why see the
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Related Tutorials & Textbooks

Simple Linear Regression (7

A statistical technique of making predictions from data. The tutorial introduces a linear model in two dimensions and
uses that model to predict the value of one dependent variable given one independent variable.

Multiple Regression: Deriving the Matrix Form (7

A proof of the closed form matrix representation of the multiple regression model. This closed form represents a linear
model with k + 1 parameters and solves for the matrix . This requires a matrix inverse that is not always possible.

Gradient Descent for Multiple Regression (§

Gradient Descent algorithm for multiple regression and how it can be used to optimize k + 1 parameters for a Linear
model in multiple dimensions.

Recommended Textbooks

Introduction to Linear Regression Analysis

Linear , by Douglas C. Montgomery, Elizabeth A. Peck, G. Geoffrey Vining
Regression

Analysis

v

FIFTH EDITION

For a complete list of tutorials see:
https://arrsingh.com/ai-tutorials
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