Simple Linear Regression

Proof of the Closed Form Solution

Rahul Singh
rsingh@arrsingh.com

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Problem Statement

Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data
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Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X
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Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X

Po Is the Y intercept
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Problem Statement

Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X

Po Is the Y intercept

P Is the slope of the line
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Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X

The total error (sum of squared errors):
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Problem Statement
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Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X

The total error (sum of squared errors):

()71 o )/’\1)2 ‘(X3» ¥3)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X

The total error (sum of squared errors):
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Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X

The total error (sum of squared errors):
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Problem Statement
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The line of best fitis y = f, + /X

The total error (sum of squared errors):
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Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X

Mean Squared Error (MSE):
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the data

The line of best fitis y = f, + /X
Mean Squared Error (MSE):
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Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X

Mean Squared Error (MSE): G
X6> V6

1 +« A 1 « A
; Z (v; — yi)z = - Z Vi = Po — ﬂlxi)z (%4, V)
i=1 i=1

A\ A\

(x29 yZ) A
(x39 y3)

()61, y\l)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)

12


https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Problem Statement

Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits

the data

The line of best fitis y = f, + /X
Mean Squared Error (MSE):

| R | A
— Z (yi — yi)z = — Z ;i — Py — ﬁlxi)z
n =1 n =1

For every value of i, X; equals x;
Substitute x; for x.
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Problem Statement
Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X
Mean Squared Error (MSE):
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For every value of i, X; equals x;
Substitute x; for x.
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Problem Statement

Given a set of data points in R?, (X1, 1) (X9, V1), (X3, V3), - - . (X,, V), find the line that best fits
the data

The line of best fitis y = f, + /X
Mean Squared Error (MSE):

1 & X | « .
- lzzl (v = 3)* = - lzzl ;= Bo = B
1 © 2
=—Z(yi_ﬁo_ﬁlxi)
L

Least Squares Regression: Find the values
of fy and f; such that the Mean Squared
Error (MSE) is minimized.
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Least Squares Regression: Find the values of 5, and fj; such that the
Mean Squared Error (MSE) is minimized.

Solution:
n n
gyi o IBI lez
= =
Po = »
n n n
nleyi_ zxizyl
,B o i=1 =1 i=1
L= 2
n n
n Z xiz _ Z A
=1 =1

Lets walk through the proof...
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

Mean Squared Error (MSE):

| A 1 «
;Z‘(yi_wz =;izzl(yi_ﬁo_ﬁ1xi)2
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

To derive the values of 5, and f;, we calculate the partial

derivative of the Mean Squared Error (MSE) w.r.t , and 5, and
solve the two equations

Mean Squared Error (MSE):

| A 1 «
;i:zl(yi—wz =;izzl(yi—ﬂo—ﬁ1xi)2
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To derive the values of 5, and f;, we calculate the partial

derivative of the Mean Squared Error (MSE) w.r.t , and 5, and
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Mean Squared Error (MSE):
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Partial derivatives w.r.t 5, and [; we get two equations:
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Mean Squared Error (MSE):
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Partial derivatives w.r.t 5, and [; we get two equations:

Z(y’ By — ﬁlx)Z ................ eq(1)

8,50 n

aﬁl . Z (yl :BO 'le )2 ................ eq(Z)
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

To derive the values of 5, and f;, we calculate the partial

derivative of the Mean Squared Error (MSE) w.r.t , and 5, and
solve the two equations

Mean Squared Error (MSE):

| A 1 «
;i:zl(yi—Y)z =;i221(yi—ﬂo—ﬁ1xi)2

Partial derivatives w.r.t 5, and [; we get two equations:

&,B " Z O = Bo = Prx) =0 woeeeeeeees eq(1) The Mean Squared Error (MSE)
0

IS minimized when the partial
6,5 n Z (yl IBO 'le )2 ................ eq(z) derivative is zero
L
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 1 (take the partial derivative w.r.t f,):

Chain Rule & Power Rule
See Tutorial on Derivatives

/
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 1 (take the partial derivative w.r.t fj):

aﬁ » Z (yl ﬁO lxi)2 —
0 / Chain Rule & Power Rule
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 1 (take the partial derivative w.r.t fj):

Z(yl fo = Brx)” =

6,60 n Chain Rule & Power Rule

:;Z,(yi—ﬁo—ﬁlx,-) ” Z,(y,-—ﬂo—ﬁlx» = (
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 1 (take the partial derivative w.r.t fj):

P ﬁ - 2 v = o= Prx)* =
0 Chain Rule & Power Rule
) " / See Tutorial on Derivatives
3;2(%—,50_,5136) 2(% Po—Pix) =0
= Taking the partial derivative of Z (y; = oy = B X))

=1

n

2 n
;"—Z(yi—ﬁo—ﬁﬂi)(_l):ok/
i aﬁOZ(yz Po— Pix) = (=1)

See Tutorial on Derivatives
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 1 (take the partial derivative w.r.t fj):

P ,5 - Z i = Bo = Prx)* =
0 Chain Rule & Power Rule
/ See Tutorial on Derivatives

2 « 0
=> =) ;= Bo—Px) =), 0i—By—pix) =0
A Py i=1

2 n
= ;l:zl Vi = bo = Pr)(=1) =0

Divide both sides by ——
n

=) 0 —h-Bx)=0 € ——v-— | | 2
=1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 1 (take the partial derivative w.r.t fj):

aﬁ - Z i = fo = Pr)* =
0 / Chain Rule & Power Rule

2 © 0 <
=> =) ;= Bo—Px) =), 0i—By—pix) =0
it b i=1
2 n
:}';i:Zl(yi_ﬁO_ﬁlxi)(_l):O
=}'Z()’i—ﬁo—ﬁlxi)=0

= Zyl—nﬁo ﬁ1zxi=0
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 1 (take the partial derivative w.r.t fj):

aﬁ - Z i = fo = Pr)* =
0 / Chain Rule & Power Rule

2 & 0

=> =) ;= Bo—Px) =), 0i—By—pix) =0
=i Py i=1
2 n

:}';i:Zl(yi_ﬁO_ﬁlxi)(_l):O

= Z(yi_ﬂo_ﬁlxi) =0

n n

Zyi_ﬁlzxi
=}'Zyl_nﬁ() ﬁIinz() = f, = i=1 i—1

n
=1
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

0,51 n Z OV — Po — lxi)2 —
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

7 —Z Vi = fo = Pr)* =
L / Chain Rule & Power Rule

2 « 0
== D, 0= Bo= ) o= ) 0= Py = P =0
s bi i=1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

9,51 — Z ;= o= Prx)* =

2 n
>~ 0= fo= Ao Z@z fo=Frx) =0
=1 Taking the partial derivative of Z (Vi = bo — P1x)

=1
n

@ﬁllzl(yl Bo — B1x;) = (—x))

2 n
> =Y i fo=Pr)x) =0 <
=1

See Tutorial on Derivatives
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

0,51 — Z ;= o= Prx)* =

2 « 0
== D, 0= Bo= ) o= ) 0= Py = P =0
s bi i=1

= % lzzl (Vi = Po = Prx)(=x) =0

= Z Vi = Po — Prix)(x) =0 Divide both sides by ——
i=1 -
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

3,51 — Z ;= o= Prx)* =

2 & 5 &
> =3 0= Bo = Bd—— 2, 0= fo— F) = 0
i b1 15
2 n
= ; lzzl ;= Po— Prx)(=x;) =0
= ) (= By Bx)x) =0
=1

= inyi _ﬁozxi _ﬁlz 7=0
i=1 i=1 i=1
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

= i'xz’yi _ﬁOixi _ﬁlixiz =0
i=1 i=1 i=1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

= ix
i=1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

= ixiyi _ﬁOixi _ﬁlixiz =0
i=1 i=1 i=1

n n

n n Zyi_ﬁlzxi n
=>in)’i—ﬁ12 £ - = - = in=0

i=1 i=1 =1

Divide both sides by n
and simplify

>
>
>
>
>
N
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

= i'xz’yi _ﬁOixi _ﬁlixiz =0
i=1 i=1 i=1
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

2
n n

R SF TS SR 3 YERUN )yl
=1 =1 =1

=1 =1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

2
n

Z ﬂmZx —Z Zy,+ﬁ1 Yx) =0

=1 =1

/ AdO Z Zyl_nz Aii
n =1

= f in ﬁlnz Z Zyl — nz to both S|des

=1 =1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

2
n

Z ﬂmZx —Z Zyl+ﬁ1 ) x ) =0

=1 =1

=1
to both S|des
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

2
i=1 i=1 i=1 =l i=1
n 2 n n n n
= P in —ﬁanxf: inzyz'_”zxiyz'
=1 i=1 =1 =1 i=1

>
>
>

2
" ;
:>ﬁ1”2 1.2—,51 in :nzxiyi_ inzyi(———/ Multiply both sides by —1
i=1 - . .

=1 =1 =1 =1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

2
n n n n L
:nzxiyz'—ﬁlnzxiz_inzyi'l'ﬁl in =0
=1 =1 =1 =1 =1
2
n n n n L
2
= [ in —,Blnzxi =inzyz'_”2xiyi
i=1 =1 =1 =1 =1
i=1 i=1 i=1 =1
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Least Squares Regression: Find the values of 5 and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

n

2
n n n n
:>ﬁ1nzxi2—ﬁ1 in :nzxiyi_zxizyi
i=1 i=1 i=1  i=l

=1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

n

2
n n n n
:>ﬁ1nzxi2—ﬁ1 in :”in)’i_zxiZYi
i=1 i=1 i=1  i=l

=1
— Factor out

2
n
2 _
= pi|n ) X = in =ny XYi— /2 A/, )i
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

2
n n n n n
2 _
:>,51n2 ;=P sz _nzxiyi_zxzzyz
i=1 i=1 =1 =1 =1
2
n n n n n
= B ln ) x? - X; =n ) Xy.— ) X
1 ) l — iYi I Y
i=1 i=1 =1 =1 i=1
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Least Squares Regression: Find the values of 5, and /; such that the MSE is minimized.

Solving equation 2 (take the partial derivative w.r.t /;:

n n n n n
2 _
:>ﬁ1nle — P in —n xzyl_lezyl
i=1 i=1 =1 =1 =1
2
n n n n n
= B ln ) x? - X; =n ) Xy, — ) X
1 l l — iYi l Yi
i=1 =1 =1 =1 i=1
n n n
IDIEAVEDIEDIN
=1 =1 =1
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Least Squares Regression: Find the values of 5, and fj; such that the
Mean Squared Error (MSE) is minimized.

Solution:
n n
gyi o IBI lez
= =
Po = »
n n n
nleyi_ zxizyl
,B o i=1 =1 i=1
L= 2
n n
n Z xiz _ Z A
=1 =1
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Related Tutorials & Textbooks

Simple Linear Regression (7

A statistical technique of making predictions from data. The tutorial introduces a linear model in two dimensions and
uses that model to predict the value of one dependent variable given one independent variable.

Multiple Regression 7

Multiple regression extends the two dimensional linear model introduced in Simple Linear Regressionto k + 1
dimensions with one dependent variable, k independent variables and k+1 parameters.

Gradient Descent for Simple Linear Regression (J

An introduction to the Gradient Descent algorithm and a deep dive on how it can be used to optimize the two
parameters f, and f, for Simple Linear Regression.

Recommended Textbooks

Introduction to Linear Regression Analysis

Linear , by Douglas C. Montgomery, Elizabeth A. Peck, G. Geoffrey Vining
Regression

Analysis

v

FIFTH EDITION

For a complete list of tutorials see:
https://arrsingh.com/ai-tutorials
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